
Scheduling and NoC Traffic Reduction in 
T-SDF Architecture 

Roberto Giorgi, Nikola Puzovic1 
 
Dept of Information Engineering, University of Siena, Via Roma 56, 53100 Siena, Italy 

 
 
ABSTRACT 
 
As transistor size shrinks and chip complexity increases it is possible to place more 
transistor onto a singe chip, and thus it is possible to integrate more then one processor 
on a single chip. Clock frequency is also increased, and because of wire delay it is not 
possible to reach all parts of a chip in a single clock cycle, and interconnection network 
is becoming a bottleneck in such systems. Our research is focused on creating a 
multiprocessor on chip architecture based on SDF architecture, by placing multiple 
processing cores on a single chip, and by interconnecting them to work together. We are 
investigating possible ways to connect cores, ways in which threads are scheduled on 
individual cores and ways to reduce network traffic, specially the coherence traffic by 
using PSCR protocol. 
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1 Introduction 
Our research is focused on expanding SDF architecture [1][2] by placing more than one 
SDF core on a single chip. In SDF, program is partitioned into non-blocking execution 
threads and where all memory accesses are decoupled from program execution. Each 
thread is partitioned into preload phase, execution phase and post-store phase (where 
results are stored into the memory) in order to decouple memory accesses from execution. 
By using coarse-grained threads SDF eliminates unnecessary dependencies among the 
instructions and by using dataflow among threads it eliminates the need for runtime 
instruction scheduling, which decreases hardware complexity. By keeping the SDF core 
simple, it is possible to put more cores onto single chip. That arises new design challenges 
in the areas of interconnecting all cores and scheduling the threads on multiple cores. T-
SDF is en evolution of SDF architecture where tiling paradigm is used to address wire 
delay problem [3]. In this work, scheduling of threads on available cores and traffic 
reduction on NoC are investigated. 

2 Current research trends 
Research on NoC is very intensive because it is clear that efficient on-chip communication 
facilities are necessary in order to overcome clock skew problems and power consumption 
[4][5][6]. It has been shown [4] that busses can cost-efficiently connect few tens of 
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components and that point to point links can be used for less number of components that 
need interconnection, and hence it is shown that no complex router or communication 
hardware is needed to connect a small number of elements efficiently. 
The problem of scheduling parallel tasks with given precedence relationship onto a 
multiprocessor architecture is known to be NP-complete [7]. Most of the research is done 
in the filed of priority-based scheduling for real-time systems, which is not of our interests. 
In the area of tiled architectures, in most cases scheduling is done statically at compile time 
(TRIPS [8], RAW [9], Synchroscalar [10]), while in other architectures like Wavescalar [11] 
it is done dynamically, at runtime. Wavescalar is pure dataflow architecture, and it 
schedules instructions based on the locality so that instruction is executed on execution 
unit that takes least possible time for it’s data to reach it.  

3 Our proposal and future work 
It has been shown [6] that requirements for connectivity among processors (when 
averaged on 100 applications) decreases in such a way that, when processor count exceeds 
10, each processor requires direct connection with less then 6 processors, and this number 
decreases as processor count is increasing. Based on those observations, it could be useful 
to divide the CPU into clusters, where each cluster contains several processing elements 
together with control logic, data and instruction caches and communication hardware. 
That will enable processors within a cluster to use a fast synchronous interconnection and 
to communicate with processors outside cluster by using slower and more complex 
network.  
Based on the optimal size of cluster, which is yet to be determined, interconnection inside 
a cluster will be implemented by using a shared bus or other fast interconnection network, 
while communication among clusters will be carried out by the CMP NoC infrastructure.  

3.1 Scheduling algorithm 
In this execution paradigm, all threads are equal in terms of priority, which makes 
scheduling easier, and there is no need for implementing complex priority-scheduling 
algorithms. It is important for overall performance that scheduling algorithm is able to 
distribute threads across the processors in order to minimize communication costs. 
Threads that communicate among themselves will be scheduled to execute on one cluster. 
Generally speaking, scheduling can be performed either in hardware (at runtime), at 
software (at compile time) or in a combined fashion. When scheduling is performed at 
compile time, and if program profile is present, very efficient scheduling can be achieved 
while hardware complexity is kept at minimum (only hardware that is needed is 
hardware for dispatching threads to cores, and not for scheduling). 
Flaw of this approach is that at compile time it is not known if other threads will be 
executing on some of the threads, so it may happen that a new thread is scheduled on a 
core that is already occupied or too busy to handle it. 
Another approach would be to perform complete scheduling in hardware. Since, there is 
no priority among threads, only information about the occupancy of processing elements 
needs to be taken into account when making a decision where to schedule a thread. For 
that reason, one distributed structure keeps information about number of threads 
currently executing on each core in a cluster, and at the moment when new thread is 
issued, it makes a decision where to schedule a thread. Decision could be made by 
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scheduling a thread to the core inside a cluster that has the least number of threads 
running on it, and in that case one hardware structure for making the decision is needed in 
each cluster. Also, decision could be made by using some heuristics or even simple 
methods like round-robin assignation of threads. In case when there is no possibility to 
schedule a thread within the same cluster where it was created, it must be scheduled on 
some other cluster. It could also be interesting to investigate a combined approach where 
compiler gives hints to the hardware about a set of threads that should be placed onto one 
cluster, and hardware decides about scheduling those threads (and the ones without a 
hint) within a cluster (or outside a cluster, if needed). 

3.2 Reducing Coherence Traffic 
In both cases – software or hardware scheduling – and even with static assignment of 
threads to core , read/write access to data that is stored in the local memory of another 
cluster may generate unnecessary coherency traffic on the NoC, since such data may 
appear as shared. We already successfully experimented a valid solution [12] [13] to 
address this problem, which allows us to keep the data near the processor where they are 
needed. 
 

 
Figure 1 : Infrastructure of the simulation environment  

 
We analyzed the behaviour of PSCR protocol and its effects on network traffic in T-SDF 
architecture. In order to perform the analysis, we are using simulator for T-SDF 
architecture in which we are recording all memory accesses, and as a result we get traces 
from all processors. In architecture that is used for obtaining traces we have expanded the 
regular SDF architecture into a multiprocessor by connecting several basic SDF processors 
by a bus. Scheduling of threads is performed in such way that newly enabled thread is 
assigned to the processor that has the minimal workload (as described above). In this way, 
we were able to maintain balanced workload on all processors.. Such traces are then 
passed to Trace Factory [13] simulator that will perform analysis with different coherence 
protocols in a shared-bus shared-memory multiprocessor environment in order to 
determine the most appropriate coherence protocol for the architecture (in terms of 
efficiency and bus traffic). Figure 1 shows the process that is used to obtain traces and to 
perform simulations. We found, as preliminary result, that PSCR protocol allows us to 
scale up of a factor 2x in execution time compared to standard solutions such as MESI 
protocol. 
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