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ABSTRACT

FPGA MPSoC platforms are widely known for their advantages of reconfigurability, high-
performance, and power efficiency especially in domain-specific architectures over general pro-
cessors. In these platforms, one of the key performance metrics is the data throughput between
the processing system (PS) and the programmable logic (PL) parts, particularly when it comes
to offload a computationally intensive workload to the PL. This paper presents a soft-IP and its
needed software to evaluate the performance of the data transfer by AXI-Lite interface between
PS and PL of the Xilinx Zynq Ultrascale+. For that goal, we use an AXI-Lite register based inter-
face between the PS and the PL and a CRC16 engine implemented on the PL in order to validate
the correctness of the received data packets and find the maximum achievable throughput from
the PS, while the software is running on Linux Ubuntu.
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1 Introduction

FPGAs are digital chips, through which designers can configure any hardware functions into
the integrated circuits. They have emerged with their flexibility and reconfigurability, which
allow the users to modify and optimize the hardware with no manufacturing cost. FPGAs
and CPUs are nowadays available on the same die with little extra cost, thus opening the
possibilities of co-designing system software and soft-IPs for the PL, in order to accelerate
parts of the software into the PL [Xil]. Some examples of applications that follow these accel-
eration paradigm includes Convolutional Neural Networks (CNNs) [GS™17], DNA sequenc-
ing [CCF"16], and real-time video processing [GN13]. For those applications, in which an
FPGA MPSoC is deployed, studying the PS-PL interface and throughput of the transferred
data can be beneficial. In this study, we use the AXIOM board [GPK19,GKP19,Giol7], which
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is based on a Xilinx Zynq Ultrascale+ System on a Chip (SoC) [Xil], which allows the users to
benefit from the 4-core ARM Cortex-A53 sub-system along with a full FPGA fabric. We build
a set of hardware and software modules to evaluate the performance of the PS AXI Master
ports (i.e., HPMO_FPD!, HPM1_FPD, and HPM(O_LPD?). In this respect, we designed the
following components:

1. A soft-IP, which is connected to the PS AXI Master ports.
2. A Linux device driver for the proposed soft-IP.

3. A software Application Programming Interface (API) to interact with this soft-IP (and
the related test programs).

2 Proposed Soft-IP

The context of the proposed soft-IP is depicted in Figure|ll The AXI Lite Register Module is
an IP core proposed in [KPG18], through which software can transfer: i) a set of data packets,
ii) a pre-calculated CRC16, and iii) the total number of bytes to be transferred. The PL sends:
i) the computed time for one data transfer, ii) the results of CRC16 Engine module, and iii)
the acknowledgement to verify that all the packets are received correctly.
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Figure 1: Block diagram of the implemented hardware architecture to evaluate the performance of
the PS AXI Master ports. The left side presents the included software modules as well as the provided
software API The right side shows the utilized infrastructure on the SoC FPGA Zynq Ultrascale+.
APU: Application Processing Unit. ADB: AMBA Domain Bridge. AXI Switch is controllable by the
user space software to select the port under evaluation.

'High-performance master port in full power domain (with more features).
?High-performance master port in low power domain (with less features).



2.1 Software API

In software, the sample data is generated at run time, and the CRC16 of the whole generated
data is calculated by a small software application before starting the PL operation. The soft-
ware APl is provided to interact with the Linux device driver and provide access to the PL
sub-modules, which includes the AXI switch (in order to select desired PS AXI master port
that is under evaluation), the PL Timer, the CRC16 engine and the FILLER. The functions of
the API are briefly described in Table

Table 1: Designed software API to interact with the proposed soft-IP

API

Description

set_crc_config(ps_crc_value,
num_bytes)

It is used to transfer the total number of bytes and the
calculated CRC16 in order to configure the CRC16 engine,
and the FILLER.

set_port(port_num)

It is provided to select the AXI master port that is under
evaluation (i.e., HPMO0_FPD, HPM1_FPD, and
HPMO_LPD).

stream_start_req(*data_set)

The prepared data is sent to the PL by calling this
function, in a while loop to stress the PL register
connected to one of the PS Master ports and to acquire the
maximum achievable data throughput between PS and
PL.

set_pl_timer()

Once the streaming of data begins, for calculating the
transfer time, the timer is started by this function.

catch_pl_timer()

At the end, when the interrupt is received, all the metrics
regarding the data transfer time can be acquired by
calling this function. The corresponding data throughput
can be achieved by dividing the number of bytes that sent
over transmission time.

pl_reset() This function resets all the PL sub-modules.
get_pl_crc() Reads the result of the CRC16 engine.
irg_pending() Reads the pending interrupts.

irq_clear() To clear the interrupts.

irq_mask() To enable the appropriate interrupt.

2.2 PL modules

In the PL side, one register is dedicated for the control commands like the START command
to initiate the PL tasks. The FILLER module is written in Xilinx HLS, and gets the number
of bytes and data from AXI Lite Register Module and fills up the FIFO through the AXI
stream interface with the upcoming data. Then, the CRC16 engine dequeues the FIFO until
the desired number of bytes are processed. The CRC16 engine is a VHDL module, which
implements combinational logic having a latency of less than one clock cycle. It calculates
the CRC16 value by using a given generator polynomial® for each 2048 of data

At the end, the computed CRC value is compared with the received CRC value from the
PS, and if they match, the CRC16 engine enables the interrupt and the corresponding bit
flags for the PS. The resource utilization of the PL module is reported in Table

!The polynomial that we used is P(x)= 2'° + 2® + '2 + 2! 4+ 2% + 27 4+ 2% + 2 + 22 + 1 to obtain the highest
error detection capabilities by achieving hamming distance for the longest possible data word sizes [KCO04].



Table 2: Resource utilization of PL modules on XCZU9EG

Resource Utilization %
LUT 3930 1.43
LUT RAM | 203 0.14
FF 4987 0.91
BRAM 15 0.16
10 27 13.24
BUFG 2 0.50

3 Conclusion

In this study, we illustrated a soft-IP intended to give to the software users of an CPU+FPGA
MPSoC the possibility to precisely measure performance metrics such as the actual band-
width of the high-speed master ports for transferring data from the CPU to the programmable
logic of the Zynq Ultrascale+ platform. A CRC16 Engine with a delay less than one clock
cycle was implemented in VHDL to verify the correctness of incoming data packets from
the PS. We developed the Linux device driver for our PL design as well as a software API,
through which the application can interact with the PL at run time. By our observation,
we found that there are important parameters, which have significant impact on the data
throughput. These parameters are AXI frequency, AXI data-width, and FIFO depth.
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