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ABSTRACT

Heterogeneous systems are one of the most discussed architectures in computer science. Their ca-
pabilities have provided many good features for researchers to use this kind of structure in their
state-of-the-art works. Heterogeneous systems are flexible, cost-efficient, and well-supported by
communities. They are widely used in artificial intelligence, automotive, IoT, and embedded ap-
plications. Moreover, there is also a challenge to have a sufficient, cost-efficient, and flexible struc-
ture to use heterogeneous systems. In this work, we present the GLUON board, which is capable
of using serial transceivers in Xilinx Ultra-scale+ structure and facilitates using GTH transceivers
in high rate data transfer applications, the possible solution would be a high data rate cluster
network based on Zynq Ultra-scale+ MPSoCs, which can easily deploy a multi-node, multi-code
structure in reasonable cost.
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1 Introduction

In recent years, there are some works to introduce a heterogeneous platform such as AXIOM
[GKP19a], which can provide flexible infrastructure for AI applications as well discussed
in [GKP19b]. However, there was a need to exploit all serial transceivers of Xilinx Ultra-
scale+, plus, can also capable of carrying fully operating support with a sufficient amount
of memory. We designed the GLUON board, which can provide all these requirements. As
can be seen in Fig.1, the idea is to provide necessary elements to build a FPGA based cluster
to accelerate applications such as AI, IoT, automotive and computing applications [KPG18,
SVG19, AS12]. The structure can work as ultrafast communication netwrok like Infiniband.
The main difference and advantage is there is no need for any external switch and the cost
of network is reasonable because in our structure we use just USB-C receptacles to connects
Nodes with USB-C cables, which are inexpensive and easy to maintanance and handle in
complicated topologies. In this structure, the worker Nodes Fig. 1, , can be connected to each
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Figure 1: The overview of the network, based on GLUON interconnects

other and can receive orders by the Root node. The connection between each two Nodes is
up to 16 Gb/s and the topology of the network can be define by the user and depends on
the applications. This infrastructure, facilitate the road to have a distributed system, which
is applicable to develop and test many interesting ideas. The manufactured Gluon board is
shown in Fig.3, which is carrying Xilinx XCZU9EG Xilinx ultrascale+ module show in Fig.
2.

Figure 2: The Xilinx XCZU9EG Xil-
inx Ultrascale+ module

Figure 3: The manufactured GLUON
board plus the Xilinx XCZU9EG
module.

2 Conclusion and future works

We designed and presented the first version of the GLUON board, which provides necessary
elements to fully exploit Giga Transceivers of Xilinx Ultrascale+ modules. This structure is
cost-effective, reliable, and flexible, a different number of modules of Xilinx MPSoCs can
embark on this carrier board. The speed rate of GTH transceivers has been calculated by a



Specifications Description

PL GT Transceivers 8 Differential Pair in total, 16.3 Gb/s

SD Card Boot the Operating System

JTAG/UART header

10 Pin I2C header for “Silabs” Clock 
Builder Field Programmer

To configure the Si5345 Clock 
Generator 

Done, Error/Status LEDs 

PS I/O loopbacks 

PL I/O loopbacks 

Figure 4: Gluon board Specification Table

running full Ubuntu AXIOM software stack as mentioned [AAB+16]. For the future work,
there might be some area of work that, we can add some useful features to GLUON board,
that can cover more area of computing science some applications like FFT [LV19], [KPG18],
and also RISC-V applications by using the proper modules from Xilinx products can be
achievable by a significantly reasonable cost.
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