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ABSTRACT

In current-day embedded systems design, one is faced with
cut-throat competition to deliver new functionalities in in-
creasingly shorter time frames. This is now achieved by in-
corporating processor cores into embedded systems through
(re-)programmability. However, this is not always benefi-
cial for the performance or energy consumption. Therefore,
adaptable embedded systems have been proposed to deal
with these negative effects by reconfiguring the critical sec-
tions of an embedded system. In these proposals, we are
clearly witnessing a trend that is moving from static config-
urations to dynamic (re)configurations.

Consequently, the proposed embedded systems can adapt
their functionality at run-time to meet the application(s) re-
quirements (e.g., performance) while operating in different
environments (e.g., power and hardware resources). Besides
processor cores, we have to deal with memory hierarchies
and network-on-chips that should also be (dynamically) re-
configurable. Furthermore, the interplay of these compo-
nents is increasing the design complexity that can be only
alleviated if they can self-optimize.

In this tutorial, we will present and discuss several strate-
gies to perform the mentioned dynamic reconfiguration of
the processor, memory, and NoC components - together with
their interaction. We will review and present the state-of-
the-art for the design of each component that allows for a
gradual selection of design points in the trade-off between
performance and power. Finally, we will highlight an open-
source project that incorporates many approaches for dy-
namic reconfiguration in both actual hardware and simula-
tion accompanied by the necessary tools.

Categories and Subject Descriptors
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1. LIST OF TOPICS

In this tutorial, we will discuss the following topics:

e Introduction: Need for (dynamic) adaptabil-
ity? This part will provide a general introduction to
adaptability within embedded systems from the ap-
plications and hardware design perspectives. It will be
argued that dynamic reconfigurability is the next stage
in embedded systems design.

e Heterogeneous behavior of the applications and
systems This part will show, using examples, how the
behavior of even a single thread execution is hetero-
geneous, and how difficult it is to distribute hetero-
geneous tasks processes among the components in a
SOC environment, reinforcing the need for adaptabil-
ity. This is furthermore complicated when considering
multiple threads and the existence of an embedded op-
erating system.

e Adaptive and reconfigurable processor archi-
tectures This part will present an overview of adap-
tive and reconfigurable processors and their basic func-
tioning. We will also discuss those which present some
level of dynamic adaptability.

o Reconfigurable memory hierarchies This part will
present the need for sophisticated memory hierarchies
to deal with varying applications and present tech-
niques how the organization of these memory compo-
nents can be "morphed” when switching applications
without much performance loss.



¢ Communication architectures - NoCs This part e Georgios Keramidas (Industrial Systems Institute - ISI)
will discuss how important NoCs are for future em- is a post-doctoral fellow at ISI and a visiting assistant
bedded systems, which will have more heterogeneous professor at the University of Patras, Greece. His re-
applications being executed, and how the communica- search interests include computer architecture, in par-
tion pattern might aggressively change, even with the ticular, the design of memory subsystems of single core
same set of heterogeneous cores, from application to and multicore systems.
application.
e Francesco Papariello (ST Microelectronics - STMICRO)
e Tools (compilers and simulators) This part will is a researcher in the Advanced Systems Technology
discuss the need for a new breed of tools that are R&D group at STMICRO. He has been involved in the
needed to support the earlier mentioned approaches. design and development of simulation and design space
L. . exploration tools, among them the Lx (ST2xx family)
e Putting it a.11 together An analysis on the aforemen- simulation models and the xSTreamlISS, the simula-
tioned Fechnlques.: how they can W‘?rk together and tion infrastructure for the xSTream platform (stream-
what will be the impact of their use in future embed- ing multi-core heterogeneous system).
ded systems. What is the price to pay for adaptabil-
ity, and for which kind of applications it is well suited. e Claudio Scordino (Evidence s.r.l. - EVI) is a project
This part will also present a working implementation manager within EVI and his research activities include
of the software infrastructure to select and trigger the operating systems, real-time scheduling, energy saving
best reconfiguration of the architecture at run-time. and embedded devices.
e Conclusions A summary of the research discussed e Roberto Giorgi (University of Siena - UNISI) is an
and the road ahead. associate professor at the Department of Information
Engineering at UNISI. His main research area is in
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